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Successor Measures and Self-supervised Reinforcement Learning

Abstract We introduce a method 
for learning behavioral foundation 
models using the successor mea-
sure. We show that any visitation 
distribution can be represented 
using an affine combination of po-
licyindependent basis functions. 
By learning these basis functions 
during a self-supervised pre-trai-
ning phase, we can zero-shot 
extract a policy for any downstream 
task. We then show that many 
self-supervised RL methods can be 
unified through the successor mea-
sure, providing insights on future 
research directions.
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